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Executive Summary
•	 In line with recommendations in the 2023 Defence Strategic Review, 

Australia is investing in efforts to strengthen its cyber capabilities to 
deliver broad and responsive capabilities options that can support 
Australian Defence Force operations.1 Australia is also investing in 
artificial intelligence enabled autonomous cyber capabilities. Given 
Australia’s commitment to upholding international law and a rules-based 
cyberspace, it must ensure that autonomous cyber capabilities are used 
in a way consistent with international law.

•	 Internationally, states have agreed that international law applies to 
their cyber activities. However, there continues to be debate about 
how the law applies in the cyber context and in relation to the use of 
autonomous cyber capabilities.

•	 Cyber capabilities enabled by artificial intelligence, or with autonomous 
functions, are best considered as tools used by human beings to 
achieve effects. Where these technologies cause effects in other states 
then their use may be in violation of international law. Legality will 
generally be determined based on the nature and extent of the effects of 
the cyber operation in question.

•	 In relation to offensive cyber operations involving autonomous cyber 
capabilities, the expected and foreseeable effects are generally known 
in advance. Accordingly, these systems can be designed to ensure that 
their use is lawful. However, in relation to autonomous cyber capabilities 
used as active defence measures to cause effects in other states (so-
called automatic ‘hack-backs’), the situation is less straightforward. 
For their use to be lawful, these systems would need to be capable of 
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making complex legal and factual assessments. The risk of unintended 
effects and escalation of conflict exists if these assessments are made 
incorrectly.

•	 Australia and other states developing and deploying autonomous cyber 
capabilities should take measures to mitigate the risk of unintended 
effects caused by these technologies. Where the application of 
international law is uncertain, they must be used in a responsible way 
that limits their proliferation and indiscriminate effects.
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Introduction
Australia is making significant investments in cyber capabilities, including the 
use of autonomous cyber capabilities (ACCs) enabled by artificial intelligence 
(AI). The 2023 Defence Strategic Review (DSR) recommends enhancing 
Defence’s cyber capabilities in order to deliver broad and responsive 
capabilities to support Australian Defence Force (ADF) operations.2 A 
key component in this effort is the Australian Signals Directorate (ASD) 
REDSPICE project, which aims to expand Australia’s cyber capabilities and 
capacity by providing ‘forward-looking capabilities essential to maintaining 
Australia’s strategic advantage and capability edge over the coming decade 
and beyond’.3 The blueprint for this project includes the delivery of ‘AI-
supported offensive and defensive cyber capabilities’.4 Australia has also 
established the Advanced Strategic Capabilities Accelerator ‘to deliver 
advanced technologies needed for Australia’s national security’.5 Further, the 
Defence Science and Technology Group (DSTG) has recognised the promise 
of AI for ‘autonomous cyber operations’ which offer ‘the potential for 
distributed, adaptive defensive measures at machine speed and scale’.6 At 
the same time, the 2023–2030 Australian Cyber Security Strategy reaffirms 
Australia’s commitment to upholding international law and a ‘rules-based 
cyberspace’.7 Given Australia’s investment in ACCs, and its commitment to 
upholding international law, it is important for the Department of Defence 
(including those developing and deploying these technologies) to understand 
how they can be used responsibly and lawfully.

This paper examines the application of public international law to the use by 
states of ACCs. The focus is on the laws regulating the use of force, self-
defence, intervention, and sovereignty. The paper demonstrates that the 
core legal issues around the use of autonomous capabilities in the cyber 
context are not novel compared to those applying to cyber operations more 
generally. Nevertheless, the capacity for autonomy creates added legal 
complexity, and the use of autonomous capabilities increases the risk that 
international law will be violated. This is particularly the case with AI-enabled 
ACCs, which increases the likelihood of unpredictable or unintended effects.

This paper comprises five sections. Following the introduction in section 
one, section two provides background to international debates about 
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autonomy and international law concerning military weapons systems 
and debates about the extent to which international law applies to state 
activities in the cyber context. This section includes a definitional survey 
of ‘autonomy’ as a concept, some examples of current and prospective 
uses of autonomous cyber technologies, and observations around the 
key concerns and risks associated with the development and use of these 
technologies. Section three considers how international law on the use of 
force, self-defence, intervention and sovereignty is generally considered 
to apply to state activities in cyberspace. It also examines the relevance of 
a state’s intention in relation to violations of international law. Section four 
analyses international law relating to the use of ACCs by states in cyber 
operations, with a focus on both offensive cyber operations and active 
cyber defence measures. This section demonstrates that, while a state can 
develop and lawfully use ACCs where the effects are limited to their own 
territory or jurisdiction, where effects are caused in other states the use of 
these capabilities can constitute an unlawful use of force (unless in self-
defence), a violation of the non-intervention principle, and/or a violation of 
sovereignty. However, residual legal ambiguity makes uncertain the threshold 
at which these violations are likely to occur. 

The paper concludes that, while the use of ACCs in cyber operations 
does not raise novel legal issues distinct from those raised by cyber 
operations generally, the use of ACCs as active cyber defence measures is 
particularly complicated. This is because of the need for these systems to 
be capable of making complex assessments that must take into account 
a range of legal and non-legal factors based on both technical and non-
technical information. States developing and using these technologies 
should therefore ensure proper safeguards are in place to limit the 
risk of unintended effects, the unnecessary proliferation of ACCs, and 
indiscriminate harmful effects.
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Autonomy and Cyber Capabilities

Background

In recent years, there has been much discussion about the international 
legal issues surrounding the use of autonomous weapons systems (AWSs). 
Following the publication of military policy documents in 2011 by both the 
UK and the US that referred to the prospect of such systems,8 prominent 
human rights organisations called for a pre-emptive ban on lethal AWSs.9 
The supporting premise was that these weapons systems lack the requisite 
degree of human judgment and human qualities needed to comply with 
key principles of international humanitarian law.10 Since 2014, these 
and other concerns have been regularly discussed under the auspices 
of the Convention on Prohibitions or Restrictions on the Use of Certain 
Conventional Weapons Which May Be Deemed to Be Excessively Injurious 
or to Have Indiscriminate Effects (CCW).11 In this context, parties to the 
CCW, as well as other international stakeholders have considered various 
legal, ethical and technical issues surrounding AWSs.12 A formal group of 
governmental experts (the ‘CCW GGE’) has met annually since 2017, and in 
this context states have agreed that international humanitarian law applies to 
the potential development and use of AWSs.13

In addition to the ongoing discussions about AWSs, there have been 
separate debates about the applicability of international law to state 
activities in cyberspace. Since the late 1990s, states have met within the 
United Nations General Assembly’s First Committee on Disarmament and 
International Security to discuss ‘Developments in the field of information 
and telecommunications in the context of international security’.14 In 2004, 
a UN GGE was established to examine existing and potential threats from 
cyberspace.15 As part of this process, in 2013, 2015 and 2021 states 
agreed to the general application of international law to their activities in 
cyberspace.16 Parallel to the UN GGE meetings, a UN open-ended working 
group (OEWG) was also established, which convened in 2019 to develop 
rules of state behaviour in cyberspace.17 Here too, states agreed on the 
general application of international law in the cyber context.18



6
Autonomous Cyber Capabilities and International Law on  

the Use of Force, Self-Defence, Intervention, and Sovereignty

Australian Army Occasional Paper No. 25

There have evidently been extensive discussions at the international level 
about the legal implications of autonomy in relation to weapons systems, 
and discussions about how international law applies to state conduct in the 
cyber context. However, these deliberations have largely occurred in silos, 
focused on a single technology (either AWS or cyber technologies), despite 
the relevance of autonomy in both of these contexts.19 The two areas are 
also conceived differently in government policy. For example, the US policy 
concerning AWSs expressly provides that it ‘[d]oes not apply to autonomous 
or semi-autonomous cyberspace systems for cyberspace operations’20—in 
other words, the policy addresses AWSs but not autonomy in the context 
of cyber capabilities.21 States do not generally have specific public policies 
in relation to ACCs. For example, it is only recently that the US National 
Security Commission on Artificial Intelligence recommended that the US 
create a policy specifically addressing the use of AI in cyber operations.22 
Similarly, while questions about autonomy have been central to the CCW 
GGE discussions, they have been largely ignored in the UN GGE and OEWG 
discussions on cyber technologies.23 

The limited consideration of ACCs and international law is also evident 
in academic literature. It is certainly possible to find scholarship on 
‘autonomous cyber weapons’.24 However, the volume of such literature 
is low compared to AWS-focused research. Indeed, it is evident that the 
literature on the legal issues surrounding ACCs has only begun to develop,25 
with a paucity of literature dealing with the application of international 
law.26 The Tallinn Manual 2.0 on the International Law Applicable to Cyber 
Operations (Tallinn Manual) only deals indirectly with the topic.27 It provides 
an influential but non-binding account by international law experts about 
how international law applies in the cyber context.28 While autonomy is 
implicit in some of its analysis of the law, the Tallinn Manual does not 
explicitly focus on the legal issues surrounding ACCs.29

Defining Autonomy 

In relation to military weapons systems, the notion of autonomy is itself a 
central point of contention in ongoing discussions at the CCW GGE on 
AWSs.30 Part of the problem arises from the multiple ways in which the term 
is defined across different disciplines. Originally from the Greek words autos 
(self) and nomos (law), autonomy generally refers to self-governance or self-
regulation. This meaning is reflected in social sciences, where the concept 
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is closely connected to independence. For example, in political science an 
institution (such as a nation state) is considered to be autonomous when it 
can regulate its own affairs.31 In psychology, human beings or society are 
considered autonomous when they are in a state of independence and self-
determination.32 Then again, in philosophy autonomy refers to the capacity 
for self-government. Specifically, an agent is considered autonomous if its 
actions are ‘truly its own’ in contrast to circumstances where the agent’s 
will is under the control of another.33 In more technical disciplines, such 
as AI and robotics, the term autonomy has been used in a ‘loose and 
undisciplined way’.34 While different definitions are favoured by different 
professions, none provide a definitive approach.

In AI, autonomy is often associated with intelligence. This is evident in Peter 
Norvig’s and Stuart Russell’s writings. They maintain that an agent lacks 
autonomy if it ‘relies on the prior knowledge of its designer rather than its 
own precepts’.35 For these authors, autonomy involves an agent’s ability to 
learn from its environment so that it ‘can become effectively independent of 
its prior knowledge’.36 Using this approach, an agent must have the ability to 
learn (using machine learning, for example) to be considered autonomous. 
Others, however, argue that in the field of robotics:

‘autonomous’ carries [at a minimum] some of its philosophical 
meaning in the sense that an autonomous agent should be able to 
make informed decisions (based on its knowledge, rules and sensory 
input) and act accordingly.37 

By contrast, others hold the view that the ways the term is used in social 
science and in technical disciplines are quite distinct. Specifically, in 
philosophy it is about the ‘freedom to choose goals’ for oneself, whereas 
in robotics autonomy refers to the ‘capacity for independent (unsupervised) 
action’.38 

Some favour a broad technical definition of the term ‘autonomy’ that is not 
conflated with social science based definitions involving independence. For 
example, Patrick Lin, George Bekey and Keith Abney define autonomy in 
relation to robots as: 

the capacity to operate in the real-world environment without any 
form of external control, once the machine is activated and at least in 
some areas of operation, for extended periods of time.39 
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Similarly, Stan Franklin and Art Graesser define an autonomous agent as: 

a system situated within and a part of an environment that senses 
that environment and acts on it, over time, in pursuit of its own 
agenda and so as to effect what it senses in the future.40 

Likewise, Tim McFarland defines autonomy as: 

the ability of a system to behave in a desired manner or achieve the 
goals previously imparted to it by its operator, without needing to 
receive the necessary instructions from outside itself on an ongoing 
basis.41 

The broad technical definitions are useful for several reasons. For one, 
they do not require a system to have specific technical capabilities (such 
as machine learning) to be considered autonomous. Further, they do not 
conflate technical autonomy with social science based definitions that 
involve an agent able to determine its own goals. As McFarland notes, 
broad technical definitions instead capture the relationship between the 
autonomous system and its environment, and the relationship between the 
autonomous system and its operator. A system must have the ability to 
operate within its environment. This requires a degree of awareness about 
its environment, capabilities that allow it to make changes or resist changes 
in its environment, and the ability to make choices about its capabilities that 
enable it to serve its overriding purpose.42 As to the relationship between the 
autonomous system and its operator, once activated the system must be 
able to operate without external control in pursuit of its goal rather than rely 
on direct or real-time instructions from human operators.43 

This paper will adopt a definition of ‘autonomous’ that is consistent with 
McFarland’s approach. Specifically, autonomy is defined as the ability of a 
system to operate within an environment in pursuit of its goal without direct 
or real-time human control. Using this approach creates a sound basis upon 
which to analyse the relevant law and policy considerations that apply to 
ACCs. This is because the law is mainly concerned with the outcomes or 
effects caused by a system with autonomous capabilities.44 There are three 
important considerations underpinning this approach to autonomy: 

•	 ‘Autonomy’ refers to a form of control as opposed to an 
absence of control. Control is exercised in advance of the 
capability’s activation rather than occurring on an ongoing basis. 
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Specifically, while autonomous systems are programmed by human 
beings, once activated, they can only behave pursuant to the 
instructions encoded in the software.45 Even where a system uses 
machine learning capabilities (so that the exact low-level steps 
it takes to achieve its high-level goal are not predetermined), the 
high-level goal or purpose of the system has nevertheless been pre-
programmed by human beings. Currently and for the foreseeable 
future, such systems do not have independence—they cannot define 
and decide their ultimate goals like human beings can.46 

•	 The concept of autonomy is unrelated to the technical 
means used to achieve the autonomous effect. A system can 
be considered to have autonomous capabilities whether it uses AI 
techniques such as online machine learning, or whether it simply 
follows predetermined coded instructions. 

•	 Autonomy comes in degrees. A system’s autonomous capabilities 
can vary—some functions may be autonomous but not others. 
Equally, the degree of autonomous (as opposed to manual) control 
can vary at different times (for example, autonomous capabilities may 
only activate when real-time control is impossible).47 For this reason, 
attempts to categorise systems with autonomous capabilities (such 
as automatic, automated, autonomous, semi-autonomous, fully 
autonomous, and so on) are often simplistic and may not be helpful.48 
Instead, as other scholars have highlighted, what is important is 
that the system is capable of performing a significant function with a 
significant degree of autonomy.49

Autonomous Cyber Capabilities

The term ‘ACCs’ refers to software capable of acting within an environment 
in pursuit of a predetermined goal without direct or real-time human control. 
This fact, however, does not make ACCs independent of human control; 
nor can they be considered as separate entities under the law.50 Instead, 
an ACC is a tool that can be used by humans to achieve their goals.51 
Unlike AWSs, which are normally electromechanical systems operated by 
computer software, ACCs involve software agents that can operate across 
various computer systems. This means ACCs can be centralised within a 
single system, or can be distributed or duplicated across multiple systems 
and networks.
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Common examples of cyber security software with autonomous capabilities 
include many firewalls and some intrusion prevention systems (IPSs). 
Firewalls, for example, use predetermined criteria to decide whether to 
prevent data traffic from entering into a specific network. Normally this 
occurs without any interaction from users, or even any knowledge of their 
presence.52 Some IPSs may have various sub-systems that can determine 
whether network activity is malicious, block that activity, and potentially even 
repair damage caused by the activity (such as removal of virus-infected 
files).53 As will be discussed in section four, international law does not 
prevent the use of these kinds of ACCs to perform cyber security functions. 
Legal issues arise, however, when ACCs are used in offensive or defensive 
cyber operations that cause effects in another state.

Stuxnet is illustrative of an ACC used in an offensive cyber operation. 
Stuxnet is the name given to a piece of malicious software discovered in 
2010 that is reported to have been developed by the US and Israel. It was 
designed to disrupt Iran’s uranium enrichment program.54 The software 
infected non-networked computers within Iran’s Natanz enrichment facility 
and adjusted the frequency setting that determines the speed at which 
nuclear centrifuges are spun.55 To do this, it had a number of features that 
prevented anti-virus and other security mechanisms from detecting it, and 
it also had the capacity to make it appear to the human operators of the 
facility that the infected computers were operating normally.56 Ultimately 
Stuxnet is understood to have been responsible for causing physical 
damage to approximately 1,000 centrifuges at the Natanz facility.57 While 
Stuxnet’s authors had the technical ability to control it through command-
and-control servers, the Natanz facility that it operated within was not 
networked. So all of Stuxnet’s functions were pre-embedded in code 
enabling it to operate autonomously.58 Once activated, it was capable of 
propagating, identifying the appropriate systems to target, and delivering its 
payload without any direct or real-time human control.

An illustration of the possible ways in which ACCs can be used in a 
defensive capacity comes from the ‘Cyber Grand Challenge’ which was 
organised by the US Defense Advanced Research Projects Agency (DARPA) 
in 2016. The Cyber Grand Challenge involved the use of ‘cyber reasoning 
systems’ (CRSs) to perform cyber security functions without any real-time 
human intervention. For participating teams, the objective was to score 
points (and avoid losing them) by protecting the team’s software from 



11
Autonomous Cyber Capabilities and International Law on  
the Use of Force, Self-Defence, Intervention, and Sovereignty

Australian Army Occasional Paper No. 25

adversaries. This was to be achieved by finding and patching vulnerabilities, 
keeping competitors’ own software available, functional and efficient, and 
exploiting vulnerabilities in adversary software.59 Once activated, all of this 
needed to be done by the CRS autonomously with no intervention by 
humans.60 ‘Mayhem’, the CRS that won the competition, had the capability 
to autonomously discover and patch its own software vulnerabilities, as 
well as to discover and exploit vulnerabilities in its adversaries’ software. 
Within a changing and unknown environment, Mayhem demonstrated the 
adaptive ability to make strategic decisions about which vulnerabilities to 
patch (or leave unpatched), which patches to use, which teams to attack 
and with what exploits, and how to allocate its resources in performing these 
functions.61 

In 2019, the NATO Research Task Group IST-152 on ‘Intelligent Autonomous 
Agents for Cyber Defense and Resilience’ released a report providing 
a reference architecture and technical roadmap for ‘intelligent software 
agents performing active, largely autonomous cyber-defense actions on 
military networks of computing and communicating devices’.62 The report 
focused on an autonomous intelligent cyber defense agent (AICA), which 
is essentially an autonomous software agent that is able to operate at 
times when direct or real-time human control is impossible. The report 
was premised on a scenario in which a particular capability platform such 
as an unmanned aerial vehicle (UAV) is operating in an environment or at 
times when communications are being disrupted or are impossible.63 In 
the scenario, the UAV was subject to a hostile cyber operation involving 
malicious software, and the AICA was tasked to keep the platform 
operational by defeating the hostile malicious software. According to the 
report, the AICA: 

will stealthily monitor the networks, detect the enemy agents while 
remaining concealed, and then destroy or degrade the enemy 
malware. The agent will have to do so mostly autonomously, without 
support or guidance by a human expert.64

Developments in AI are expected to have a significant impact on cyber 
security and cyber operations. This prospect is reflected in, for example, 
the findings of the US National Security Commission in its 2021 report 
examining the current and future impacts of AI on national security. 
Specifically, the report found that the expanding application of AI-enabled 
cyber capabilities ‘will make cyber-attacks more precise and tailored, 
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further accelerate and automate cyber warfare, enable stealthier and more 
persistent cyber weapons, and make cyber campaigns more effective on 
a larger scale’.65 Similarly, the ASD’s Cyber Threat Report 2022–2023 also 
notes how ‘[m]alicious cyber actors could also use AI tools to augment 
their activities’, including through phishing attacks, deepfakes, or ‘to 
help orchestrate cyber intrusions’.66 Experts predict that developments 
in machine learning will be a ‘game changer’67 in offensive and defensive 
cyber operations in the near future. Such developments may enable the 
development of ACCs that can be assigned a particular goal without the 
need to provide prior direction as to the specific ways in which the goal 
is to be achieved. While the ACC would be given the parameters of the 
environment in which it would be required to operate, it would have the 
inherent capacity to experiment and develop the strategies through which 
to achieve the goal itself.68 This situation can be distinguished from most 
current cyber capabilities, which require advance knowledge of the target 
networks and the environment in which they need to operate.69

Concerns and Risks with Autonomous Systems

The examples provided in the previous section illustrate the ways in which 
ACCs may be used in cyber operations either at present or in the future. 
While the capabilities have considerable potential in offensive and defensive 
cyber operations, concerns have been raised about the risks associated 
with the use of autonomous capabilities in the cyber security context. For 
example, the International Committee of the Red Cross has noted that there 
is a risk that ACCs incorporating AI and machine learning techniques (to 
autonomously defend against cyber threats and launch counter-attacks) 
hold the prospect of increasing the scale, and changing the nature and 
severity, of cyber-attacks.70 

Unpredictability is a common concern with autonomous systems (whether 
ACCs or AWSs). The concern is that these capabilities may operate in 
an unpredictable way resulting in unintended effects.71 For example, Paul 
Scharre notes that AWSs can behave erratically for various reasons, 
including a malfunction of the system or an unexpected interaction with 
its environment.72 Generally it is more difficult to predict the behaviour of 
complex systems (whether they have autonomous capabilities or not) 
compared to simple systems.73 This situation can be further exacerbated 
by, for example, sophisticated AI systems using neural networks in which 
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the outputs generated by their internal operations—so-called black boxes—
can be unexpected and surprising even to the designers of the systems 
themselves.74 Additional questions of predictability arise in relation to cyber 
systems, compared to physical mechanical systems, since cyber systems 
are distributed across the internet and can have effects on various systems. 

A further concern that relates particularly to ACCs comes from the speed at 
which they operate. This factor makes it difficult for humans to intervene in 
time in the event that the software does not operate as intended. If states 
develop systems capable of automatic hack-backs against the adversary, 
then there is a risk that conflict will escalate at machine speed.75 
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International Law and Cyber Operations
This section examines key rules of international law relevant to the legality 
of cyber operations involving the use of ACCs. While it may be lawful for 
states to employ ACCs to perform cyber security functions on systems 
and networks within their own territory, issues arise under international law 
when ACCs are used in cyber operations that cause effects in the territory 
of another state. In this context, international law prohibiting the use of force 
(unless in self-defence), the non-intervention principle, and the principle of 
sovereignty are particularly relevant. This section first outlines these areas of 
law before discussing ‘intent’ as a relevant notion in international law when 
determining whether the law has been violated. This concept is particularly 
important in relation to cyber operations involving ACCs that may cause 
effects that were unintended by the state using the capability.

As outlined in section two, at meetings of both the UN GGE and the 
OEWG, states have agreed on the general application of international 
law to their activities in cyberspace. For example, in the final report of 
the OEWG, released in 2021, states reaffirmed that international law ‘is 
applicable and essential to maintaining peace and stability and promoting 
an open, secure, stable, accessible and peaceful ICT environment’.76 
This sentiment was echoed in the 2021 report of the UN GGE.77 Despite 
general agreement about the applicability of international law, however, 
there continues to be debate about the ways in which specific rules apply 
in this context. Further, the UN GGE and OEWG reports are not legally 
binding on states, and there is no legally binding treaty or other instrument 
applicable specifically to states’ cyber activities. Therefore, it is critical to 
develop shared understandings about how existing rules of international law 
apply. To this end, many states have provided official positions on how they 
consider international law to apply in the cyber context. By virtue of making 
such assertions, states can contribute to the development of customary 
international law on the topic.78 It remains the case, however, that the law is 
not settled. This means that legal analysis on the use of ACCs is inevitably 
based on interpretations of the law that remain contested or uncertain. 



15
Autonomous Cyber Capabilities and International Law on  
the Use of Force, Self-Defence, Intervention, and Sovereignty

Australian Army Occasional Paper No. 25

Use of Force

Under international law, there is a general prohibition on the use of force. 
This restriction is contained in article 2(4) of the UN Charter, which provides 
that:

All Members [of the UN] shall refrain in their international relations from 
the threat or use of force against the territorial integrity or political 
independence of any state, or in any other manner inconsistent with 
the Purposes of the United Nations.

The primary exceptions to this prohibition occur when the use of force is 
in self-defence, when it has been authorised by the UN Security Council, 
and when the targeted state consents to it. While article 2(4) was drafted 
in response to the spectre of 1940s wartime technology, in 1996 the 
International Court of Justice (ICJ) affirmed that it still applies broadly ‘to any 
use of force, regardless of the weapons employed’.79 This means that the 
threat or use of force can be imposed through a range of kinetic, chemical 
or biological means and methods, or through the execution of cyber 
operations. Many states consider that a cyber operation will constitute a 
use of force where its ‘scale and effects’ are comparable to a use of force 
by traditional kinetic means.80 For example, where a cyber operation results 
in damage or destruction of physical property, or injury or death of human 
beings, it is likely to be considered as amounting to a use of force in violation 
of article 2(4) of the UN Charter.

Self-Defence

Self-defence is one of the key exceptions to the prohibition on the use of 
force. Article 51 of the UN Charter recognises the right of self-defence under 
international law. The relevant part provides that:

Nothing in the present Charter shall impair the inherent right of 
individual or collective self-defence if an armed attack occurs against 
a Member of the United Nations, until the Security Council has taken 
measures necessary to maintain international peace and security.81

When a state is subject to an ‘armed attack’, it has a right to use force in 
self-defence provided that its response is necessary and proportionate.82 
According to the ICJ, an armed attack is the most serious use of force. 
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Whether an incident is considered to be an armed attack is determined 
with reference to the ‘scale and effects’ of the use of force.83 Whereas most 
states consider that an ‘armed attack’ involves a higher degree of violence 
than a ‘use of force’, the US maintains that the thresholds are the same.84

While not explicitly included in the UN Charter, customary international law 
provides that states also have a right of anticipatory self-defence—i.e. before 
they have been the victim of an armed attack. The circumstances are limited 
to when the need to take measures in self-defence is ‘instant, overwhelming, 
leaving no choice of means, and no moment for deliberation’.85 In 2002, 
after the 11 September 2001 terrorist attacks against the US, the US 
proposed that the scope of the right to self-defence should be expanded 
to justify the use of force in response to a perceived threat against a state. 
This proposition was broadly rejected within the international community, 
however, on the basis that it stretches the concept of anticipatory self-
defence too far, to situations where no real or imminent threat of attack 
exists.86

The Tallinn Manual provides that a state that is the victim of a cyber 
operation constituting an armed attack can exercise its right of self-
defence.87 In this context, the ‘scale and effects’ of the cyber operation 
will determine whether the threshold of armed attack has been reached.88 
There is a degree of consensus among states that a cyber operation will 
constitute an ‘armed attack’ where its effects are similar to those that would 
be achieved by means of an armed attack carried out by kinetic means. For 
example, according to Australia:

the thresholds and limitations governing the exercise of self-defence 
under Article 51 apply in respect of cyber operations that constitute 
an armed attack and in respect of acts of self-defence that are 
carried out by cyber means. Thus if a cyber operation—alone or in 
combination with a physical operation—results in, or presents an 
imminent threat of, damage equivalent to a traditional armed attack, 
then the inherent right to self-defence is engaged.89

Many other states have recognised the application of the international law 
on self-defence in the cyber context. Most of these countries also endorse a 
‘scale and effects’ approach to determining whether the threshold of ‘armed 
attack’ has been reached. These include Finland,90 France,91 Germany,92 
Iran,93 the Netherlands,94 the US,95 the UK,96 Switzerland,97 most members 
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of the Organisation of American States,98 and NATO.99 For example, to 
illustrate an armed attack in the cyber domain, New Zealand’s position 
on how international law applies describes a situation involving a ‘cyber 
activity that disables the cooling process in a nuclear reactor, resulting in 
serious damage and loss of life’.100 The UK has stated that an armed attack 
would occur if cyber operations interfered with a nuclear reactor resulting 
in ‘widespread loss of life’, or if cyber means were used to disable air traffic 
control systems, causing the downing of a civilian aircraft and resulting in 
lethal effects.101 

As to anticipatory self-defence, only a few states have outlined their views 
on its application to cyber operations. Australia is among them.102 In a 
lecture given at the University of Queensland, then Attorney-General George 
Brandis reaffirmed the principle that: 

a state may act in anticipatory self-defence against an armed attack 
when the attacker is clearly committed to launching an armed attack, 
in circumstances where the victim will lose its last opportunity to 
effectively defend itself unless it acts.103 

He then gave the example of ‘a threatened armed attack in the form of 
an offensive cyber operation’ that could be launched ‘in a split second’ 
and could cause ‘large-scale loss of human life and damage to critical 
infrastructure’.104 While it can be difficult to determine whether a cyber 
operation has sufficiently serious and imminent effects, Brandis’s view 
indicates that, as a matter of principle, states have a right to necessary and 
proportionate anticipatory self-defence in response to a cyber operation. 

Despite the existence of clear-cut examples of cyber operations amounting 
to an ‘armed attack’, their characterisation as such will inevitably be 
informed by political and strategic considerations within the framework of 
international law. Accordingly, while technical information about the nature of 
the attack will be relevant,105 the victim state will need to weigh various non-
legal factors when deciding whether to use force in self-defence. 

Intervention

For cyber operations that fall below the use of force threshold, the non-
intervention principle has particular relevance. This principle is closely 
connected with respect for state sovereignty. It is a rule of customary 
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international law that prohibits states from using coercive means to intervene 
in the internal or external affairs of another state, as these are matters which 
states have the right to decide freely by virtue of their sovereignty.

The non-intervention principle was framed in the 1970 UN General 
Assembly resolution titled ‘The Declaration on Principles of International 
Law concerning Friendly Relations and Co-operation among States’ in the 
following terms:

No State or group of States has the right to intervene, directly or 
indirectly, for any reason whatever, in the internal or external affairs of 
any other State. Consequently, armed intervention and all other forms 
of interference or attempted threats against the personality of the 
State or against its political, economic and cultural elements, are in 
violation of international law.106

Historically the non-intervention principle was only considered relevant to 
‘forcible or dictatorial’ interference—that is, interventions involving the use of 
force.107 In the modern context, however, a violation of the non-intervention 
principle is more broadly defined.108 In the 1986 Nicaragua case, the ICJ 
discussed the principle of non-intervention, stating:

A prohibited intervention must accordingly be one bearing on matters 
in which each State is permitted, by the principle of State sovereignty, 
to decide freely. One of these is the choice of a political, economic, 
social and cultural system, and the formulation of foreign policy. 
Intervention is wrongful when it uses methods of coercion in regard to 
such choices, which must remain free ones. The element of coercion, 
which defines, and indeed forms the very essence of, prohibited 
intervention, is particularly obvious in the case of an intervention 
which uses force[.]109

On this basis, the non-intervention principle contains two elements. First, 
there must be coercive interference, and second, it must be directed 
towards the matters that a sovereign state should be able to decide freely.110 
There is widespread agreement among states that the non-intervention 
principle is applicable in the cyber context.111 The Tallinn Manual also 
provides in Rule 66 that states ‘may not intervene, including by cyber 
means, in the internal or external affairs of another State’.112 
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While it is clear that the non-intervention principle applies to cyber 
operations, the term coercion is not defined in international law. The majority 
of the Tallinn Manual experts adopted a narrow approach defining it as:

an affirmative act designed to deprive another State of its freedom of 
choice, that is, to force that State to act in an involuntary manner or 
involuntarily refrain from acting in a particular way.113 

They distinguished coercion from activities that seek to influence (as 
opposed to factually compel) a state to behave in a particular way, such 
as public criticism or propaganda.114 Other commentators, however, have 
defined coercion more broadly as constituting a form of pressure that seeks 
to deprive the target state of its free will.115 This view was shared by the 
minority of the Tallinn Manual experts, who maintained that it is sufficient that 
the activity ‘has the effect of depriving the State of control over the matter 
in question’.116 This broader approach to coercion is also supported by 
some states in the cyber context. For example, according to the Australian 
government, coercion involves ‘effectively depriv[ing] another state of the 
ability to control, decide upon or govern matters of an inherently sovereign 
nature’.117

The second element of the non-intervention principle requires that the 
coercion is directed at matters that states are able to decide freely by 
virtue of their sovereignty.118 According to the ICJ, these matters include 
the ‘choice of a political, economic, social and cultural system, and the 
formulation of foreign policy’.119 States have also affirmed this in their official 
positions on how international law applies in cyberspace. Australia’s position 
is that the law requires the coercion to affect ‘matters of an inherently 
sovereign nature’,120 and the UK and New Zealand have adopted a similar 
approach.121 Thus there is agreement that the non-intervention principle 
applies in the cyber context where there is coercion directed at matters that 
states are able to decide freely by virtue of their sovereignty, though there 
continues to be debate about what constitutes coercion.

Sovereignty 

Cyber operations that do not involve a use of force, or an unlawful 
intervention, may nevertheless be considered in violation of international law 
on sovereignty. Sovereignty generally refers to a state’s supreme authority 
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within its territory. It involves three interrelated rights and correlating duties 
in relation to a state’s territorial sovereignty, independence, and sovereign 
equality.122 By virtue of the sovereignty principle, states have the right to 
exercise jurisdiction within their territory, have the freedom to conduct their 
own affairs independently, and have formal equality under international 
law.123 Non-consensual activities within a state’s territory are generally 
prohibited. Such activities may include, for example, flying military aircraft 
over a state’s airspace without its consent. 

While states agree that sovereignty extends to the cyber infrastructure within 
their territory, there is uncertainty about whether (and the threshold at which) 
remotely conducted cyber operations violate territorial sovereignty. This 
uncertainty arises primarily from ongoing debate about whether sovereignty 
operates as a rule of international law independent of principles concerning 
the use of force and non-intervention. There are two views. According to 
the ‘sovereignty as a rule’ approach, sovereignty operates as a primary rule 
of international law that can be violated. On this view, remotely conducted 
cyber operations can in some circumstances amount to violations of 
sovereignty in their own right. The Tallinn Manual advocates this approach124 
and a growing number of states have adopted the same position. These 
countries include the Netherlands,125 France,126 Austria,127 the Czech 
Republic,128 Finland,129 Iran,130 New Zealand,131 Germany,132 Switzerland,133 
and several states from the Organisation of American States.134 In contrast, 
according to the ‘sovereignty as a principle’ approach, sovereignty does not 
operate as a standalone primary rule capable of being violated independent 
of other rules of international law.135 This approach has been expressly 
adopted by the UK.136 It was also a position put forward by a 2017 US 
Department of Defence memorandum,137 although the US has since 
departed from this approach.138

Despite these contrasting positions, the core question under debate 
concerns the threshold at which cyber activities violate international law. 
There is uncertainty about this even among the states adopting the rule 
approach to sovereignty. For example, the French and Iranian positions 
suggest that any unauthorised penetration of their systems or networks 
would violate sovereignty.139 In contrast, other states like New Zealand 
maintain that not ‘every unauthorised intrusion’ into another state’s ICT 
systems or even all cyber activities that cause effects on another state’s 
territory will be a violation of territorial sovereignty.140 While there remains 
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uncertainty about what degree of effects are required for a violation to 
occur,141 an increasing number of states nevertheless agree that sovereignty 
operates as a rule that can be violated in the cyber context. Most also 
agree that cyber operations causing physical damage or harm to individuals 
within another state’s territory will violate territorial sovereignty, as will cyber 
operations that undermine a state’s governmental functions.142 

Intention and Violations of International Law

The previous section has demonstrated that cyber operations that are 
attributable to states are capable of violating international legal principles 
prohibiting the use of force, the non-intervention principle, and sovereignty. 
Prior to examining how these rules apply to the use of ACCs, it is necessary 
to consider the extent to which a state’s intention matters for violations of 
international law. This is important as it informs the question of potential 
state responsibility for the unintended effects caused by ACCs. The 
relevant rules concerning intention are detailed in international law on state 
responsibility. This area of law provides secondary rules that determine, 
among other things, the circumstances under which a state will be 
responsible for a violation of international law. 

While there has been historical debate on the topic,143 the International Law 
Commission (ILC) provides contemporary guidance on the relevance of 
‘intent’ to state responsibility. The ILC is a peak UN body responsible for 
codifying and developing the law in this context. According to the ILC: 

[i]n the absence of any specific requirement of a mental element 
in terms of the primary obligation, it is only the act of a State that 
matters, independently of any intention.144 

Therefore, a state’s ‘intent’ is not uniformly determinative of whether a 
violation of primary rules of international law has occurred. 

Based on the ILC’s reasoning, a state will be in violation of international law 
on the use of force if it designs and uses an ACC that causes effects that 
are sufficiently serious to constitute a use of force. This is the case even 
where those effects are unintended and occur, for example, as a result of 
unforeseen interactions between the ACC and its environment, or due to a 
programming error. It is true that the ICJ in the Nicaragua case maintained 
that any use of armed force will involve a degree of coercion,145 and following 
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this reasoning it could be suggested that the intention of the responsible 
state is relevant in determining whether there is a violation of article 2(4). 
Nevertheless, intention is not generally regarded as a constituent element of 
the prohibition on the use of force.146 Instead, as outlined above, most states 
determine whether a cyber operation constitutes a use of force based on 
considerations of the ‘scale and effects’ of the operation. A similar view is 
advanced by the Tallinn Manual.147 

Similarly, intention is not required for a violation of sovereignty.148 This 
position was agreed by the Tallinn Manual experts who affirmed that: 

a cyber operation by or attributable to a State that is not intended to 
result in consequences that violate the sovereignty of another State, 
but that nevertheless generates them, is a violation of sovereignty.149 

While debate remains about the precise threshold at which effects violate 
sovereignty, a cyber operation causing the requisite effects can be unlawful 
even if those effects were unintended. 

In contrast to the principles regarding the use of force and sovereignty, the 
intention of the responsible state is relevant to the application of international 
law concerning non-intervention.150 As outlined above, a violation of the 
principle against non-intervention involves coercive interference, an element 
that presumes intent. Therefore, to constitute unlawful intervention a cyber 
operation must be intended to coerce the target state in relation to matters it 
has the right to decide freely by virtue of its sovereignty.151 The Tallinn Manual 
adopts this approach. Indeed, it further asserts that even a cyber operation 
that fails to produce the desired outcome can nevertheless constitute a 
prohibited intervention.152 

To summarise, while there continues to be debate about how international 
law applies to cyber activities by states, there is general consensus that 
the prohibition on the use of force, the right to respond in self-defence, and 
the non-intervention principle do apply. Equally, most states have adopted 
the position that sovereignty can be violated by cyber operations. However, 
there is no common position concerning the threshold at which violations of 
international law will occur. As a generalisation, whether a cyber operation is 
unlawful depends on its scale and effects. At one end of this spectrum are 
cyber espionage activities with no or minimal effects, which are generally 
considered lawful.153 At the other end of the spectrum are cyber operations 
with significant effects that rise to the threshold of an armed attack. These 
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operations violate the prohibition on the use of force and trigger a state’s 
right to respond in self-defence. Between these extremes, there can 
be various cyber operations that violate sovereignty (for example, cyber 
operations that cause some effects in the territory of another state, or 
disrupt the operation of government services); the non-intervention principle 
(for example, disruptive cyber operations that seek to deprive the victim 
state of the ability to decide government policy); or the prohibition on the 
use of force (for example, cyber operations that cause significant physical 
damage or destruction of hardware in a state). Within this spectrum, there 
are legal ‘grey zones’ in which there is uncertainty about the precise way in 
which the law applies. Finally, cyber operations causing unintended effects 
can constitute violations of the prohibition on the use of force or sovereignty. 
By contrast, the non-intervention principle cannot be violated without the 
requisite intention by the responsible state.
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Autonomous Cyber Capabilities and 
International Law
This section examines how international law on the use of force, self-
defence, intervention and sovereignty apply to the employment of ACCs by 
states. The analysis is organised around the use of ACCs in offensive cyber 
operations, and as active cyber defence measures (so-called automatic 
hack-backs). The paper assumes that these operations are conducted by 
states or are attributable to states.154

The rules of international law outlined in the previous section do not prohibit 
states from using ACCs where their effects are limited to the state’s own 
territory or jurisdiction. For example, ACCs may be developed for domestic 
law enforcement purposes and be used to disrupt the operation of the 
computer systems used for criminal activities, or to protect government 
systems and networks from criminal activities. Even when disruptive 
effects are caused by these ACCs, they do not violate the sovereignty of 
another state, constitute an intervention, or constitute a use of force under 
international law.155 Autonomous capabilities can also be used lawfully as 
passive defence measures (such as firewalls) in order to block malicious 
online traffic originating from foreign actors. This is because no effects are 
caused in the territory or jurisdiction of another state, and because the 
activities constitute a lawful exercise of sovereign power over the using 
state’s own cyber infrastructure.156 It is equally lawful for a state to use ACCs 
to perform cyber security functions to protect its maritime vehicles, UAVs 
and other national assets located within another state’s offshore jurisdictions. 

By contrast to the lawful uses of ACCs within a state’s own territory or 
jurisdiction, their use more broadly can result in violations of international 
law depending on the nature of the effects caused. For example, a state 
may develop an offensive cyber capability that, once activated, is capable of 
locating offshore computer systems that match designated parameters and 
that can deliver a payload designed to disrupt those systems’ operations 
or shut them down. Where such systems are used to operate, for instance, 
the target state’s critical infrastructure, the effects of the cyber operation 
may be significant. Similarly, a state may develop and use an automatic 
hack-back as a defence system that identifies and disrupts the functioning 
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of an offshore computer system being used to launch the hostile cyber 
operation.157 As will be demonstrated in the next section, regardless of the 
‘offensive’ or ‘defensive’ nature of the cyber operation in question, its effects 
on the targeted state are ultimately the most relevant factor for legal analysis.

Offensive Cyber Operations 

This section considers the legality of ACCs used in offensive cyber 
operations with reference to the legal principles outlined in the previous 
section. Stuxnet provides a useful illustration of several relevant legal 
considerations. As outlined in section two, Stuxnet is reported to have 
caused physical damage to approximately 1,000 uranium enrichment 
centrifuges in Iran. The event involved an offensive cyber operation in which 
the ACC exercised a significant degree of autonomy in how it spread and 
delivered its payload. 

When subject to legal analysis, the Stuxnet operation is generally considered 
to have reached the threshold of a ‘use of force’ because of the extent of 
physical damage caused by its payload within the Natanz facility in Iran.158 
The fact that Stuxnet had the capability for autonomy in how it spread and 
delivered its payload is not relevant to this assessment. Stuxnet also spread 
unintentionally to computer systems in third states that were not its intended 
targets. While it did not cause effects in those states, consider a hypothetical 
scenario in which it delivered its payload and caused effects constituting a 
use of force against those states. Stuxnet’s use in this hypothetical scenario 
would also constitute a use of force given that intention is not an element of 
the prohibition on the use of force.

Given the debate about when a cyber operation violates sovereignty, there 
is no consensus as to whether a cyber operation involving an ACC would 
violate the targeted state’s sovereignty.159 Applying the approach taken by 
France and Iran to the Stuxnet example, any penetration of their systems 
or networks by Stuxnet would have constituted a violation of sovereignty, 
regardless of the gravity of the effects caused. This view is supported 
by many academic commentators.160 By contrast, for states like New 
Zealand there would have been no violation of sovereignty if Stuxnet had 
simply spread into systems within its territory.161 In a similar vein, the UK 
maintains that an ACC would only violate international law where it caused 
effects constituting a use of force, or if it was used to coerce a state in 
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relation to matters it can freely decide, in violation of the non-intervention 
principle.162 Accordingly, it is currently unclear what degree of effects would 
be required for the use of an ACC to violate sovereignty, and this is likely to 
be considered on a case-by-case basis. But in circumstances where the 
threshold of effects is reached, the use of an ACC will constitute such a 
violation.

A state will violate the principle of non-intervention if it uses an ACC in a 
coercive manner with the intent to affect matters about which the target 
state has the right to decide freely.163 In this context, it does not matter 
whether the use of an ACC causes physical or only disruptive effects. 
However, in contrast to the law on the use of force and sovereignty, the 
law on intervention does require an element of intent. This means that, 
if the use of an ACC results in either intended or unintended effects but 
there is no intent to coerce the targeted state, then the responsible state 
is not in violation of the non-intervention principle.164 For example, Stuxnet 
is considered to have violated the principle of non-intervention as it related 
to Iran. This is because its use was intended to deprive Iran of the ability to 
operate its uranium enrichment program (even if Iran was oblivious to it) and 
this action constituted coercion against a matter that Iran as a sovereign 
state is permitted to decide.165 By contrast, if Stuxnet had also delivered its 
payload and disrupted uranium enrichment processes in other states, this 
action would not be regarded as violating the non-intervention principle in 
those states because there was no intention to deprive them of their ability 
to operate their uranium enrichment programs. Importantly, the focus is 
on the intention of the state in using the ACC, and not simply the specific 
technical effects that the state intended or did not intend to cause through 
its use.

It is lawful to use ACCs in self-defence even when the effects caused 
constitute a use of force in their own right. Reliance on the justification of 
self-defence requires the victim state to establish that it has been subject to 
an armed attack, that it is necessary to use force in response (as opposed 
to non-forceful means such as peaceful dispute resolution mechanisms), 
and that its defensive use of the ACC is a proportionate response to the 
attack.166 For example, if Stuxnet had been used in response to an armed 
attack carried out by cyber or non-cyber means, its use could have been 
justified under international law as an act of self-defence provided that the 
effects caused were demonstrably necessary and proportionate.
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While this section has considered the legality of ACCs with reference to 
the Stuxnet example, it is important to consider the extent to which the 
use of AI-enabled ACCs affects the legal analysis. Stuxnet operated with 
a significant degree of autonomy and had the ability to deliver its payload 
without any direct or real-time human control, but it nevertheless operated 
according to predetermined rules. Specifically, it was programmed based on 
analysts’ precise knowledge of the environment in which it would operate, 
and the hardware and software configuration of the computers that it 
targeted. Based on these calculations, Stuxnet was designed and tested 
so that its payload operated in a predictable way against specific computer 
configurations known to be in use at Iran’s Natanz facility. While Stuxnet 
inadvertently spread to computer systems in other countries, it was unable 
to deliver its payload beyond Iran. However, unlike Stuxnet and similar 
capabilities that operate according to predetermined rules, AI-enabled ACCs 
such as those using machine learning can operate differently. As outlined 
in section two, AI-enabled ACCs may simply be given the parameters of 
the environment and assigned a goal (such as disrupting the operation 
of specific computer systems within a network), and the AI will then be 
able to test and develop strategies through which to achieve the goal. 
The operation of these ACCs may also be opaque. While Stuxnet could 
be reverse engineered so that its precise operation could be understood, 
more sophisticated AI-enabled ACCs can behave in ways unknown to their 
developers. The use of AI in this context increases the likelihood of the 
ACC operating in unpredictable ways, and this in turn increases the risk of 
causing unintended effects which may have legal consequences.

For example, consider a hypothetical ‘AI Stuxnet’ with machine learning 
capabilities that is assigned the goal of disrupting the operation of the 
computers responsible for the operation of the centrifuge machines in Iran’s 
Natanz facility. In this example, the ACC is not pre-programmed with the 
steps it will take to achieve this outcome. If this hypothetical AI Stuxnet 
caused the same effects as the real Stuxnet, the conclusions of the above 
legal analysis would be the same. That is, whether the mere propagation of 
AI Stuxnet would violate sovereignty would be uncertain given the current 
debate about the threshold at which this occurs; its use would constitute a 
violation of the non-intervention principle as it was intended to coerce Iran 
into changing matters it can freely determine; and its use would constitute 
a use of force given the effects caused by its payload. Further, even where 
the hypothetical AI Stuxnet operated in an unpredictable way and caused 
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unintended effects in Iran or in another state that constituted a use of force 
or a violation of sovereignty, the state that designed and activated it would 
be responsible. And if the state responsible for the AI Stuxnet had the intent 
to coerce Iran, its use would constitute a violation of the non-intervention 
principle (even if the specific technical effects it caused were unintended). 
As this example demonstrates, where a state is responsible for the 
development and use of an ACC, it is the effects caused by the use of the 
ACC that are most relevant for legal analysis, and not the technical means 
used to achieve autonomy. 

The Stuxnet example therefore usefully illustrates how international law 
applies to the use of ACCs by states in an offensive cyber operation that 
causes effects in another state. The autonomy of the cyber capability in 
this context does not raise novel legal issues different to those relating 
to cyber operations generally. To an extent, this is because ACCs used 
in offensive cyber operations often involve capabilities developed for a 
particular operation,167 and this means the circumstances in which they 
will be used and the effects they are intended or expected to cause will 
be known in advance.168 However, the use of AI-enabled ACCs in this 
context does increase the risk of legal violations, because the capabilities’ 
complex AI systems are more likely to operate in unpredictable ways and 
cause unintended effects. These risks must be taken into account by states 
developing and using these capabilities to ensure their lawful use.

Active Cyber Defence Measures

Legal issues concerning the use of ACCs as active cyber defence measures 
are not novel compared to cyber operations generally. Nevertheless, 
application of the law is highly complex in this context. This is particularly 
the case where the ACC is designed to automatically respond to malicious 
cyber operations and needs the capability to make a range of assessments 
about what the relevant legal frameworks are and to ensure that its response 
accords with those frameworks. Achieving such capability requires the ACC 
to make a range of contextual judgments involving a variety of legal and 
non-legal factors based on both technical and non-technical information.

A hypothetical scenario inspired by Mayhem illustrates the legal complexity 
of using ACCs for active cyber defence in response to cyber threats. As 
outlined earlier in this paper, Mayhem is the system that won the DARPA 
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Cyber Grand Challenge in 2016. In reality, Mayhem provided a proof of 
concept of the utility of ACCs in cyber defence, and its effects were only 
virtual in nature. For the purposes of this example, a purely hypothetical 
ACC called ‘Chaos’ will be used instead. The analysis will be based on the 
following scenario.

Chaos is AI-enabled software designed as a defensive cyber capability by 
state A to protect the cyber security of its government systems, networks, 
and critical infrastructure. Once activated, Chaos is able to identify and 
respond to malicious cyber operations against state A without direct or 
real-time human control. In addition to passive defence measures (such as 
detecting and blocking malicious traffic), Chaos is capable of taking active 
measures such as tracing the source of a malicious cyber operation and 
disrupting the operation of the computer system and networks being used 
to undertake it. Chaos is active in state A when it is subject to hostile cyber 
operations from state B. Passive defence measures are insufficient to stop 
the cyber operation, so Chaos adopts active defence measures causing 
effects in state B. 

The legal analysis of this scenario raises a number of relevant issues. Firstly, 
the question of whether the use of Chaos by state A to cause effects in 
state B would violate international law would largely depend on the nature 
and extent of the effects that Chaos caused. In relation to sovereignty, for 
example, consider a situation in which Chaos only traced the source of 
the malicious cyber operation in order to collect intelligence about who 
is responsible for it in state B (for example, to help establish attribution). 
Currently, few states would consider this action as violating the sovereignty 
of state B.169 As a form of espionage, it would be lawful for state A to 
use Chaos in this way.170 By contrast, if Chaos went beyond intelligence 
collection to conduct disruptive or limited physical effects in state B, then 
its use would more likely constitute a violation of sovereignty. Further, if 
in these efforts Chaos caused significant physical effects in state B, then 
its use would likely also constitute an unlawful use of force. Were these 
effects to be unintended (for example, as a result of Chaos operating in an 
unpredictable way), state A would nevertheless be in violation of the law, 
because intention is not a requisite element in assessing a use of force or 
a breach of sovereignty. By contrast, the use of Chaos would only violate 
the principle of non-intervention where its deployment was coupled with the 
intent to coercively affect matters that state B has the right to freely decide. 
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Determining legality in this context would depend on an assessment of the 
intention of state A in designing and using Chaos, and not only the nature 
and extent of effects caused.

The circumstances in which Chaos is used are relevant to assessing issues 
of legality. For example, depending on the scale and effects of state B’s 
cyber operation that it responded to, state A could potentially use Chaos in 
a lawful act of self-defence.171 This would be the case, for example, if state A 
were to have been subject to a cyber operation constituting an armed attack 
by state B, and if state A’s use of Chaos in response, while constituting a 
use of force, were deemed necessary and proportionate. Such a response, 
however, would need to be premised on a number of complex judgments 
based on a predetermined threshold of effects coded into Chaos by state 
A.172 Specifically, Chaos would need to be capable of attributing the cyber 
operation to state B both factually and under international law, determining 
that state B’s cyber operation amounted to an ‘armed attack’ to which it 
was necessary for state A to respond with force, and determining that the 
force used was proportionate. Determining what constitutes an ‘armed 
attack’ by state B would require as assessment of the level of destruction, 
injury and/or death caused. Determining that the scale and effects of state 
B’s cyber operation reached this threshold would require quantification of 
both the virtual effects of the cyber operation and its real-world effects.173 
Determining whether the use of force by Chaos in self-defence was 
necessary and proportionate would require a determination that passive 
defence measures (such as blocking the malicious traffic) were insufficient 
to terminate state B’s cyber-attack, and that other non-forcible measures 
(including peaceful dispute resolution mechanisms with state B) were also 
unavailable.174 While some elements of these threshold judgments could 
be pre-programmed into Chaos based on technical considerations, some 
involve complex political and strategic factors that are not amenable to 
coding. 

It is a feature of international law that judgments around legality are highly 
contextual. Politics and international law are inextricably linked, meaning 
that judgments concerning, for example, the gravity of ‘scale and effects’175 
constitutes ‘a political decision taken in the framework of international law’176 
that also involves considerations of strategic context. Equally, determining 
what constitutes an ‘armed attack’ involves highly complex political 
considerations that are not capable of being pre-programmed into an 
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ACC.177 As a matter of principle, if Chaos was authorised by state A to make 
these assessments, was technically capable of determining that the cyber 
operation was attributable to state B, and could be programmed to assess 
the circumstances as constituting an armed attack, then the necessary and 
proportionate use of the ACC in response could be assessed as a lawful 
exercise of self-defence. 

Additional complexity would arise from the use of Chaos if it occurred in 
anticipatory self-defence. For example, consider a scenario in which Chaos 
discovers malicious software in state A’s systems attributable to state B at 
a time of increased tension between the two states. This malicious software 
provides state B with backdoor access to the critical infrastructure of state 
A, allowing it to, for example, shut down power grids or to open the flood 
gates of dams. While some states, including Australia, maintain that states 
may act in anticipatory self-defence in the cyber context, developing ACCs 
with the capability to do so automatically would be extremely problematic. 
In addition to establishing attribution, Chaos would need to be capable of 
assessing the likelihood of particular effects occurring; it would need to take 
into account a range of non-technical factors such as the relations between 
the states and other political and strategic factors; and it would need 
the capacity to assess the requirements of necessity and proportionality 
before responding with a use of force. Establishing ‘necessity’ would be 
particularly problematic, especially where non-forceful means were available 
such as passive defence measures (e.g. deleting the malicious software). 
These complexities increase the risk of ACCs used as active cyber defence 
measures causing effects that are in violation of the law. The variables are 
far greater than those which arise in offensive cyber operations where the 
capability is designed for a particular operation with advance knowledge of 
its intended or expected effects.
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Conclusion
Various states are engaging in malicious cyber activities in pursuit of their 
national security objectives.178 AI techniques are increasingly being used 
to enable and support states to defend against these activities, and to 
support their offensive cyber operations. Among them, Australia is investing 
in its cyber capabilities, including ACCs. This measure supports the DSR’s 
recommendation that Defence strengthen its cyber capabilities so it can 
deliver broad and responsive capabilities to support ADF operations.179 
Given Australia’s investment in ACCs, it must ensure these technologies are 
used in a lawful and responsible way so it can maintain its commitment to 
upholding international law and advancing responsible state behaviour in 
cyberspace.180 

This paper has examined ACCs under international law to demonstrate 
the legal parameters for the use of these technologies. It first showed 
how states have agreed on the general application of international law to 
their conduct in cyberspace. There is agreement that cyber operations 
constituting a use of force will violate article 2(4) of the UN Charter unless 
conducted in self-defence, and that coercive cyber operations directed at 
matters that states have the sovereign right to decide freely will violate the 
non-intervention principle. Further, most states agree that cyber operations 
can violate sovereignty independent of these rules. But the thresholds at 
which cyber operations violate international law remain contested. These 
issues will not be resolved until more states develop settled positions on 
how they consider the law applies to their cyber activities, supported by 
evidence of general practice among states that will inform the emergence of 
customary international law on this topic.

The core legal issues surrounding the use of ACCs under international law 
on the use of force, self-defence, sovereignty and intervention are not novel. 
However, the use of ACCs in cyber operations does increase the risk of 
violations of international law, particularly where AI-enabled ACCs are used. 
The paper has illustrated this point with reference to the use of ACCs in 
offensive cyber operations and as active cyber defence measures. 

In relation to ACCs used in offensive cyber operations, these capabilities can 
be designed to operate consistently with the law. This is because the law 
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is primarily concerned with the effects of a cyber operation, and because 
these ACCs involve capabilities developed for a particular operation with 
advance knowledge of its intended or expected effects.181 However, where 
ACCs used in this context have AI capabilities, then their operation may 
be less predictable and this increases the risk of unintended effects. These 
unintended effects may have legal consequences where they occur in the 
territory of another state and have the potential to result in violations of 
international law. These risks are exacerbated by the development of ACCs 
capable of automatic hack-backs. These systems carry a heightened risk 
of violating international law, due to their need to be capable of determining 
what the relevant legal frameworks are, and making assessments involving 
a range of legal and non-legal factors based on technical and non-technical 
information. For these reasons their use involves a higher risk of violations of 
the law compared to ACCs used in offensive cyber operations.

States developing or deploying ACCs must ensure they are used 
consistently with international law. While the law is primarily focused on the 
effects caused by ACCs, to minimise the risk of legal violation, states must 
also consider the expected effects and foreseeable unintended effects of 
these systems. There should likewise be proper safeguards in place, such as 
rigorous testing and verification,182 to ensure the effects of these capabilities 
will be consistent with international law. Where the law is uncertain, states 
should promote the responsible use of ACCs. Measures could include 
temporal constraints, such as the ACC ‘erasing’ itself after a period of time, 
and spatial constraints to limit unnecessary proliferation and indiscriminate 
effects.183 States should also advance the responsible use of ACCs in their 
cyber strategies and national positions on how they consider international 
law to apply in the cyber context.

Finally, it is important to acknowledge that international law is most 
concerned with the nature of the expected or anticipated effects caused 
by the use of ACCs, and not the technical means through which those 
effects are achieved. ACCs are tools programmed by human beings; they 
implement decisions made by human beings; it is human beings who decide 
to use these capabilities; and it is those human beings who must ensure 
their use is in accordance with international law.184
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